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ADSTRACT
The advantages of coding speech signal digitally are well known and
are widely discussed in the lirerature [I]. Bricfly, digital representation

offers elficient signal regenceralion, polse Inmumunity, easy encryption, the
possibilicy of combining  transmission and switching functions, end the
advantage of a uniform format for different types of signals. Unfortunately,
these Dbenefits are gained ot the expense of increased transmission
bandwidth. The redundancy removul systems (e.g., differential coding, lingar
prediction vocoders,...etc.) were developed to overcome this difficuliy,
although, ol the expense of system complexity and speech quality.

This paper lotroduces a simple adaptive differential pulse code
modulation (ADPCM) system for speech coding at low bit rates. In this system
line spectra) pair (LSP) adaptive backward predictor is used to remove the
redundancy  present in the speech signal. Backward  adaptation of the
predictor caeflficients is preferred duc to the fact that it does not require
a portion of the ctransmicted dnta rate to be allocated to the predictor
coclficients, thus allowing the use of all bits available for coding Lhe

prediction residual  (error). Furthermore, backward adaptation  simplilies
transmitter Implementation.

Computer simulation experiments using Acabic speech bandlimited to
3.5 KHz and sampled ac 8 Kllz, resulted in a high quality speech reproduction
at bit ratecs between 24 - 32 Kbit/sec. Moreover, it is shown that the

developed system performs well ot bit error rate as high as 5%.
INTRODUCTION ANOD REVIEW

The use of pulse code modulation ( PCM ) at the siandard rate of 64
Kbps demands high channel bandwidth for its twransmission. fn certain
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applleations, however, channe) Dbandwidth is at a premium, in which case
there Is o definite need for speech coding at " low bit rates", while
maintaining acceptable fidelity or quality ol rvreproduction. A major
snotivation for bit rvate reduction is f(or sgcure transmission over radio
channels chat are inhereatly of low capacity. The fundamental limits on bit
rate suggested by speech perception and information theotry show thac high
quality speech coding is possible at rates considerably lcss than 64 Kbps
(the rate may actually be as low as 2 Kbps). The price that has to be paid
for- attaining this advantage IS increased processing complexity ( and
therefore increased cost of implementation ). Also in many coding schemes,
Increased complexity translatcs Into Increased processing  delay time ( delay
is of no concern in applications that involve voice storage ).

For coding speech ot low bit rates, a wavelorm coder of prescribed
configurastion is optimised by exploiting Dboth statistical characterisation
of speech waveforms and properties of hearing. Tor the work reported here in
perticular, the design philosophy has Lwo alms in mind:
i-To remave redundancies from the speech signal as far as possible,
ii-To assign the available bits to ©¢nde the nonredundant  parts of the
speech signal in a perceptually e(ficient manner.

To reduce the bit rate from 64 Kbps (used in standard PCM) to 32, 24,
16, and 8 Kbps, the algorithms [or redundancy removal and bit assignment
become increasingly more sophisticated. As a rule of thumb, in the 64 to 8
Kbps range, the coroputational complexity {(measured jin terms of multiply~add
operations) required to code speech increascs by an order of magnitude when
the bit rate is halved, (or approximately equal speech quality.

Reduction in the number of bits per sampie from 8 (os wvsed in
standard PCM) to 3 involves the combined use of “adaptive quantisation and
adaptive prediction”. In this context, the term "adaptive" ncans being
responsive  to changing level and spectruin  of the input spéech signal. The
variation of performance with speakers and speech material, together with
variations in signal level inherent in thc speech communication  process,
make the comblaed wuse of adaptive quantisalion and adaptive prediction
necessary  to achieve best performance over a wide range of spcukers and
speaking situations (2). A digital coding scheme that uses adaptive
quantisation and/or adaptive prediction Is called adaptive differential
pulse code modulation { ADPCM ).

The term "adaptive quantisatlon™ refers to a quantiser chat operates
with a time-varying step size A(n). AL any given time identified by n, the
adaptive quontiser is assumed to have a uniform transfer characteristic. The
step size Aln) is varied so as to malch Lhe variance &£ of the input signsl
x(n) [3). In particular, one can write

Aln) = kg (n) (1)

where k is a conscant, and c,—"fx(n) is an estimate of the standard deviation
ﬁ(n). The problem of adaptive quantisation i3 one ol estimating @ﬁx(n)
continuousty in one of two ways:

[-Unquantised samples of input signal are used (o derive forward estimotes
olc=(n),

2-Samples  of the quantiscr ovtput are used to derive backword cstimates of
c—, ),

The respective quaantisotion schemes are referred to as adaptive quantisalion
with Torward estimation (AQF) and adaptive quanrisation with backward
estimation (AQB) {3]. The vse of AQF requires the explicit transmission of
step size information {typically aboul S to G bits per step size sample) to
a remote decoder. Also, a processing delay (on the order of 16 m.sec. for
speech) in the encoding operation results from the use of AQF, which is
unacceptable in some applications. The problem of side information
transmission,  buffering and delay intrinsic to AQJT are all avoided (n the
AQB scheme by wvslng the recent history of the quantiser output to exteact
information for the compulation aof the step size A(n). Accordingly, AQB is
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usudlly preferred nver AQF in practice.

The use of adaprive prediction in ADPCM is justificd because speech
signals are Inherently nonstationary, a phenomenon  that manifests itsell in
the fact thot the autocorrelation function and power spectral density of
speech  signals are time-varying functions of their respective vaoriables.
This implies that the design of predictors Tor such inputs should likewise
be time-varying, that is, adaptive. As with adaptive quantisation, there are
cwo schemes for performing adaptive prediction:

}-Adaptive prediction wjth forward estimation (APF) [4,5]; in which
unquantised samples of the input signal are used to derive estimates of the
predictor coeffictents.

2-Adaptive prediction with backward estimation (APB) [6]; in which samples
of cthe quanciser ouvtput and the prediction error (residual) sre used to
derive estimates of the predictor coelflicients.

The respective schemes  are shown in Figs. | and 2 respectively. In
the APEF scheme of £ig.), N unquantised samples of the jnput speech are [lirst
bulfered and chea releascd after computstion of M prediclor coefficients
that are optimised (or the buffered segment of inpur samples. The choice of
M involves a compromisc Ddelween an adequate predlction gain and an
acceptable amount of side information |[5). Likewise, the choice of learning
period or buffer length N involves a commpromise between the rate at which
statistics of the input speech signal c¢hange and the rate at which
information oa predictor coclficicnts musc be updated and crsnsmitied to the
receiver. For speech, 2 goad choice of N corresponds  ro a 16 m.sec. bulfer
for 3 sampling rote af 8 KHz, and 2 ¢hoice of M=10 ansures »sdcquate vse of
the short-term predictability of speech.

However, API suffers from che same intrinsic  disadvantages {side
information, buflering, and delay) as AQF. These disadvantages are
etiminated ULy using the APB sclhieme of Fig. 2. Since in the latter scheme,
the aptimum predictor coellicients are cstiinated on the basis  of quantised
and transmitted dota, they can be vupdnted as [requently as desired, e.g.,
frotn somple  co sample. Moreover, AIMB does ot require a portion of the
transmitted data rate to be allocaled Lo the predictor coefficients, chus
allowing more bits to be used to cade the prediction crror signal and so
simplifying trgnsmitter implementalion, since a3 homogenous bit stream s
generated at the transmitter output.
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Fig. 2. Adoptive Prediction Wilh Backward Estimation

In the APB scheme, the updating of the prediction filter is performed
by somec form of steepest descent algorltims  [7,8). The prediction error
signal e(n) is the only function that need Dbe quantlsed, coded, and
transmitted. At the receiver the output speech s reconstrocted by another
adaptive prediction (iler arranged in the feedback loop 8s shown in Fig. 2.
Agaln this adaptive prediction Olcer updates ics coeflficients on a sample-
by-sample basis using the ceceived error signal

In 1972, Moyc [9,{0] reported = system similar to that shown in Fig.2
for transmitting speech at 9.6 Kbps. The adaptive predictor used was a
tapped-delay line self adaprive filter {7]. In his report, Moye pointed ouc
the most di(ficult problem inherent in his system, that Vs: due co the slow
convergence of the tapped delay line, the predictor st the ransmitter
removes the first formant almost completely, leaving mostly the secand
formanc  in the prediction error. The receiver (itter Lhen amplifies the
second formant to make it larger in the output speech. Thls wuncontrollable
probjem  would remain wunless the cocfficients at both (ransmitter and
rccelver gre reset (rom time to time.

In 1974, Gibson et al (6] reparted a sequentially adaptive prediction
system using adaptive Kalman (ilcering algorithm [11] and stochsstic
approximatjon algorithm. A bit rate of 16 Kbps was suggested using minimum
mean square crror quantisers [12,13]. It was concluded thot the Kalman
(fltering algorithm performs  better than the stochastic approximation
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algorithin. Furthermore, the Laplacian quantiser is move ¢ffictive than the
Gaussian quantiser. Later Cohn and Melsa {14) stuvdied the performance of the
above system 6] using an adaptive quantiser and variable Jength coding.
Their results showed that the system provides 5 ¢B gain in SNR gver adaptive
DPCM with lixed predictor. They claimed that & channel error rate as high as
107 does not produce noticeable degradation  in speech quality and the
system can still work with error rates up to 5%

(n 1978, Gibson {15] reported a comparison study between his system
{6) and ADPCM withh fixed predictor. An adsptive qusntiser with one-word
memary [17] was used to quantise the predletion error signal. It was
conclyded cthat for bit rates from 16 to 18.4 Kbps, the sequentially ADPCM
system using stochastic approximation algorithm was preferred to ADPCM with
2nd. order 808 dch. order fixed predictors. At higher bit rates, ADPCM with
2nd. order fixed predictor performs better than a sequentially ADPCM system
using stochastic approximation algorithm. A 4th. order sequential ADPCM
system vusing Kalman algorithm provides betier perfarmance over ADPCM with
any order of f(ixed predictor.

In 1980, Gibson et al |L6] reported =a study of backward adaptive
predictor with Kalman algorithm and modified pitch compensating  quantiser
(Kalman/MPCQ). Although, the system complexity has greatly increased, they
claimed that the Kalman predictor with MPCQ in ADPCM produce high quality
output speech and outperforms (in terms of SNR) the fixed-tap/MPCQ and the
Kalman/robust Jayant systems. Moreover, the catastrophic effect of bit error
is climinated by either setting the predictor coefllicieats to zero or
replacing it with a [ixed sccond order predictor (for certain perjod of
time) depending on some criteria. This agsin increases the system
campiexity.

In this paper, a sequentially Lackward adaptive DPCM system (or
speech coding at bit rates between 24 - 32 K bit/sec. is introduced. In this
system (he adaptive predictor strucrure used is Lhe “Line Spectral Pair
(LSPY"  adaptive filter developed hy Zakl [18.20] This adaprive filcer
strocture is proved to have superior convergence  propertics  over Lattice
structure, which in turn have higher convergence rate than tapped delay line
structure (19].

ADAPTIVE DIFFERENTIAL PULSE CODIZ MODULATION SYSTEM

A block diagram of the adaptive differential pulse code modulation
(ADPCM) system is shown jn Fig. ? In the Tigore, Q dcnotes the quantiser,

P(Z) denotes the predictor, Q reprisents an inverse  quantisation
operation., The encoder at the transmitter transforms the quantiser levels
into a binary d&ata stream and the decoder at the receiver transforms the
binary data back to quaatiser levels. The adaptive algorithm ( at both

cransmitter and recciver ) Is o process that wvpdates the predictor
coelficients on the basis of quaatised prediction error. It is important to

, A

note for noiseless channel chat Ae&(n):-eq(n). x}.(n):xr(n), /}(\(n)=Q(n), snd
?(n):C(n). In the tragsmicter, Fig. 2(a}, the predictor forms an  estimate
x(n) ol the incoming specech somple x(n) bhased on 3 set of pasL samples
{x(n-1), x.(n-2),....}. The difference bcrween the input spcech sample and
its predicced value defined as predlciion error

eln) = x(n) - X(n) (2)

is computed and quantised to obtamin eq(n). An inversely quantised  version
cq(n) is given by

eqn) = e « n(n) (3)

where nq(n) represents  the quoantisation noise. The signal "r(") is then
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obcained a5
x(n) = &(n) */éq(n) (4)

At the receiver, the decoded oand iaversely quanlised error sigaal BMo) Is
added to the predicted valse Xin) to obtain xMn). Note that the predictors
in the trangmitter and receiver  are idcntiCDr, and that both predictors
estImate tha speech signal [from the same ssmple sequence x.(n), since
xp{n)ex r(n) for noiseless channel. Therefore,

N A
x{n) ="x(o) - eq(n)
=Ax(n) + e(n) + nq(n) (5)

Applying Eq[(2) into Eq.(5), then the received signal is given Ly

xAn) = x(n) + nq(n) (6)
Equation {6) is true for all prcdictors ond all quantlsers, and says that
the reconstructed speech slgnal at the receiver is equal Lo the transmitted
signal plus quantisation noise of the nuantiser. Furthermore, jf the
quontisatlon ‘'noise can be reduced, a better reproduction of the transmitted

signal will be obtained at the receiver output.
The signol-to-quantising noise ratio ol the system of Fig. 2 is given

by
E [x*(n)) z
SNR = --ceem- T c:’\ (7
E {nq (n)] G+

where E[.] denotes expectation operation and O_z,x and c—z—,—‘ are the variances

of inpvt signal and quantisation noise respectively. Divlding and
multiplylng LEq.(7) by the variance of the prediction crror o=y yiclds

6‘2’ 012 i
SNR = 2‘ i
G—¢ G
= G,-(SNR) . (8)
I
where C"?’
(SNR) q ° —--,—)—e—- (9)
G—n
is the signal-to-guantising noise ratio of the quantiser, and (he quantity
ot
Gp = _-72.’\._ (10)
Ce

is defined as the gain due ro the differential conliguracion.

The quantity (SNR) _ is dependent wupon the particular quantiser chat
s used, and, given kn()wﬂzdge aof the properties of eln), (SNR) . can be
maximised by uslng nonliear or adaptive quantisers. The qunnticl!y GD’ if
greater than unity, represents the gain in SNR that is due to the
differential scheme. Clearly, our objective should be (o maximise GD by
appropriate choice of the predictor P(Z). For a pglven signal x(n), Tg,x is a
fixed quantity 50 that G, can only be wmaximised Dby minimising the
denominator of Eq.(10}, lg by minimising e vaoriance of the prediction
erroc.

T'o proceed, we need to specily che noture ol the predictor (7). 17
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the predictor is a simple delay, P(Z)=Z'l, a differential pulse code
modulation (DPCM) results. In order to improve the prediction gain in
Cq.(10), hence SNR in Eq.(8), a linear predictor of length four was used in
the fcedback loop around the quantiser. The output of this predictor X(n),
is a linear combination of past guantised values, that is

4

A
x(n) = a;x.(n-i) (11)
g vr

where a;, i=1,2,3,4 are the predictor cocflicients. The predicted value is
thus the output of a finite impulse response (FIR) filter whese system
function is

4 .
- -
P(Z) = ?—1 2z (12)
and whose input is the reconstructed quantised signal xr(n). Moreover, the

reconstructed signal xr(n) is the output of a system whose system function
is

H(Z) = oo (13)

1 - ; aiZ'
and whose input is the quantised difference (prediction error) signal 2, (n)

The predictor coeflficients ai's may be calculated using block meqthods
(e.g. autocorrelation, covariance, and PARCOR (3]) or sequential adaptive
methods (e.g. Jeast mean square, Kalman, stochastic,...etc.). In sequential
adaptive prediction methods, the FIR filter may be hmplemented as Ladder,
Lattice, or Line Spectral Pazir (LSP) structure [see references 5,7,18].

[n this work, the prediction filter chosen is the LSP structure with
least mean square (LMS) updacing algorithm  [18].  This adaptive filcer
structure has been shown (o provide higher convergence rate and less
tnisadjustinent than both l.adder and lattice structures. Thesc are the
features that we depend upon to rectily the uncontrollable divergence
problem noticed In other systems (e.g. Moye [(9,10]). Morcover, the LMS
algorichm requires less computation complexity than borth Kalman and
stochastic approximation algorithms uvsed elsewhere [I5].

x _(n)
r

-l

Fig. 3, Liag Spccural Pair Predictor Structure
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Fig.3 shows the LSP predictor uscd. $n this Tligure, the oucput y(n)
is expressed oS

yie) = {pylo) + aqlul}/2 (14)
where

pin) = p_{n) + cpiyn-1) ¢ py_((n-2) (15)

a;(n = q;_4(n) = dsq, yn-1) + q;_y(n-2) (16)

Poln) = x(n) - x.(n-1) (7
and

a0} = xn) + x {n-1) (18)

The prediction [Un) for x(n) is given by
UM = y) - xn) (19)

Applying Cqgs. (15), {16), (17), and (I18) into Eq.(14) and applying Eq.(}4)
intn Eq.(19) with some algebraic moanfpulacions, then

A 4

x(n) = Z a;x(n-i) (20)
i=)

where

als(cl +cz+d1+62)/2 (21)

32=(4'CI“C2+C102*(JI"dz*dld2)/2 (22)

ag = (cj-cCp-cyog v dy +dy + d1d4)2 (23)

341(2-CI-C2*(]' 4(12)/2 (24)

Note that £q.{20) is the same as E£q.{ll] given previously., Applying Eq.(20)
into Eq.(2), the prediction error may be expressed as

cln) .= x(n) - i a5 (0-9) (25)
i=1
For Ladder or tapped-delay-line adaptive prediccor, the coeffictents
(ai,_i=),2,3,4} are updated so cthat the imean square  valve of e(n) is
minimised. Howeaver, for LSP structure shown  in Fig.3, the coelficients

{cj,di,l=l,2) are updated iastead so chat the mean square  value of
predictlon  error Is minimised. To make the algorithm reported in (L8]
suitable for our opplication, e(n) is replaced by il5 quantised version
2. (1), since this quantity is avallable at both transmictter and recciver.
Vﬂth this chonge, the LMS updating oalgaritkmy for the LSPP predictor shown in
Fig.3, will be

A

¢in) -2 p eq(n)p pla1) {26)

¢i(n+1)
and -
dilne 1) = d5ln) - 2 p eqlniq .y (n=1) (27)

where i=1,2, and p s a guantity that controls stability and rate of
convergence of the algoritchm. To maintain minimum phasc condition for ¢he
FIR rilter, it must be ensured that the condition

-2(d|<Cj<d-2<C2<2 (28)

is satislied ot a)) cimes.
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SYSTEM SIMULATION AND RESULTS

The ultimate measure of performance of a speech digitisation scheme
Is the level af user satisfaction when the system is accually aperacive.
Prior to that time, performance <¢an at besc be predicted by computer
sirmulation experiments. Although, subjective listening  tests ore, of course,
preferable, the most common parameter of performance prediction is the
signal-to-quantisation error-ratio  [SNR)  as defived by Cqg.(8). Moreover,
some comments based on:

I-flatness of the short-time spectral of the prediction error signal,
ii-short-tlme spectral of reconstructed speech as compared (o thzt of the
original speech, and

iii-informal listening tests

are iocluded fa the acalysis of the experimental results.

The results presented here are hased on the four Arabic speecch words
Uy (p—ry— Sy «Jl= with bit rates lic in cthe range of 24 to 32 K
bits/sec. The data Ubrary for these words was prepared as follows. Two
different male speakers spoke into o high quality dynomic mijcrophone In s
normal Iaboratory eovironment. The amplificd microphone signal was lowpass
filtered at 3.5 KHz, sampled 8end converted into digital Jorm by a )2
bits/sample linecar A/D converter opcrating at 8 XMz sampling frequency, and
finally written onto floppy disks.

Numerovs computer simnulation runs were conducted to establish che
objective and subjective performance of the ADPCM system introduced in this
paper. For comparison  purpose, o fixed-weight dth. order predictor was
considered along with the adaptive J.SP 4th. order predictor updated by tche
LMS algorithm. The cocefficients of the (ixed-weight optimum  4th. order
predictor wece taken from [19) and shown in table (. These coelficients were
calevlated by the autocorrclatlon method and averaged over a wide range of
speech data.

In all experimenls, three types of quantisers were uvsed €0 quantise
the prediction error signal.  The first wwo are  lincar quantisers  with 4
bics/somple  {1G-fevels) and 3 bdits/sompic  (8-levels) respectively. The third
one is 2 3 bits/sample nonllnear quantiser. The optimum 8-levels [or the
nonlinear qoantiser were obtdined from [13] and shown in table 2. Note that
these numbers are derived assuming Gumma distribut,ﬁed signal with unit
variance. If the varviance of the prediclion error s , then the numbers
In the table should bLe muldplied by the standard  deviation g%.

Table [, Optimum Fixed-Weight  4ih. Order Predictoe
Cocfficicnts "[19].

'dl 2)2 1)3 34

}.791 -1.10} 0.566 -0.117

Toble 2, Optimum Quantiser Loevels for Signals  with Gamma
Density, Mcean = 0 and S==1 N3}

Input oulput
0.504 B 0.149
1.401 0.859
2.872 : 1.944
o 4| . 3.78%

Tables 3, 4, and 5 show the resulting SNR in dB (for each of the four
Arobic words) as provided by DPCM with flxed 4th. order optimum predictor
and ADPCM with 4th. order adaptive LSP predictor.
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Table 3, SNR for 4-bits/sompic

Linecar Quantiser

Wordl Word2 Wocrd3 Word4 Average
Jloz ey 4o &2r— SNR
Fixed Predictor 15.439 13.76 20.368 19.349 17.23
Adaptive Predictor| 19.188 18.586 24.982 21.23 21.0
Table 4, SNR for 3-bits/samplc Linear Quantiser
Wocrdl I Word?2 Word3 Worad4 Average
N Cp—a dg—ra —r— SNR
Fixed Predictor 11,634 9.532 15.327 14.59 12.77
Adaptive Predictor] )3.814 13.688 18.01 16.2 15.453
Table 5, SNR Jor 3-bits/sample Camuna Quantiser
Word} Word? Worgd3l Wordd Aversage
Jlos — KPP = SNR
“ixed Prediclor 13.326 1),532 18.268 16.369 14.87
\daptive Predictor] 16.972 16.247 20.644 18.544 18.102

Inspection of these tables reveals that the ADPCM system
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Fig. 6, illustrate the 1log magnitude of the dJiscrete Fourier
transform {obtained wsing 512 point FTFT) as a function of normalised
frequency (pormalised to the sampling  frequency) for two typical vowels of
the original speech signals. These vowels are /aa/ in "shamasl" and /ee/ in
“yameen". Figs. 7 and 8 show thc log mngnitude of the Fourler transform of
boch ¢he reconstructed speech and predictlon error signals as obtoined f{rom
ADPCM ond (ixed DPCM systems respeclively for the vowel /oa/. Figs. 9 and
10 show similar log magnicude spectral for /ee/.

(s) J o @
N il |

B | P ; \

o | " M

Noroll 33 FroQuency (Hz) Rermollic s Froquency (Hr)

Fig. 6, Log Magaitade (dN) of the Discrete Fouricr Transfurm
Versus Normalised Frecquency for Original Vowecls;
a) foo/ in "shomaal"
b) /ee/ in "yamgen”.

Comparlag the spectrum of predictor crror from ADPCM in Flgs. 7 and 9
with che corresponding spectrum (rom fixed DPCM in Figs. 8 and 10, it can be
seen rhal the adaptlve predictor concentrates Its deconvolving (rcdundancy
removal) effort at low frequencies where the magnitude of the spectral
differences between the [irst and  subsequent  formants are always  high
whereas the fixed predictor concentrates oa the high frequencies where the
differences In spectral magnitude are not significant (sce Fig. 6). As a
result Lhe adaptive predictor provides more spectral  flatness thao the fixed
predictor, i.e., the adaptive predictor removes more redvndancy from the
speech signal than the fixed prediclor. This is due Lo the fact that the
adaptive predictor continpously adjusts  ils wransfer characteristics so  ns
to mairch the speciral envelope of the incoming speech signal. The eflfect of
this process was justified in the SNR results shown in tables 3, 4, and 5
where the adaptive predictor provided prediction gain (G,) in the order of 3
to 4 dB more thon the fixed predictor. Comparing the reconstructed speech
spectrum fram ADPCM system ja Figs. 7 and 9, and the corresponding  spectrum
from flxed DPCM system in Figs. 8 and J0 with the spectrum of the original
specch in Flg. 6, it can be coacluded that:
i-The c¢fTect of quaantisation nojse is observed at frequencies in betweep the
formants where the spectral density is slightly increased. Fowever, this
elfect Is more pranounced in the output of the (ixed prediccor system than
chat of the adaptlve one (comparc Fig. 9 (a), (b}, and (c) with Fig. 10 (a),
(), and (c} between frequencies 0.1 and 0.3).
il-Oistortlon in the harmonic line structures of the spectrvm provided by
the lixed DPCM system is higher than that provided by the ADPCM system.
iii-The spectral envelope provided by the ADPCM systemn is identicol to the
ariginal (n most cases, which js not the case (or lixed predictor system.
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For listenlng tests, the reconstructed speech as well as the orlginel
speech prepared earlier were passed through a 12-bits linear D/A converter
and 4th. order Butterworth lowpass filter with its -3 dB point chosen at 3.5
KHz. Several informal- listening tests have Dbeen conducted to assess  the
quality of the reconstructed speech  fram boch the ADPCM and fixed DPCM
systems. Alchough, sgll listencrs judged che reconstcucted  speech as of high
quality and retsin jts naturalncss, they prefered the reconstructed speech
from ADPCM system over that of the fixed DPCM system all the time. Evenmore,
they could not differentiate between the output of the [(ixed DPCM system
vsing d-bits/sample linear quantiser and the ovtpyt from the ADPCM system
using 3-bits/sample Gamma quantiscr. Jn other words, it I3 found that the
quality of the rvecelved speech from ADPCM system at 24 Kbits/Sec. s
identical ¢o that received from fixed DPCM system at 32 Kbits/Sec.

Note: All results obtatned sbove could have been obtalved at bit rates
between 19.2 1o 25.6 Kbits/Scc. (instead of 24 to 32 Kbits/Sec.) il the
original speech is band)imited to 3.2 KMz and sampled at 6.4 KHz.

The flnal series of experiments were carricd out to swody the elfects
of bit error rate on the performance of the ADPCM system. In these
experiments, the quantised prediction error was pertorbed with different bit
error rates belore applying it as inpul to the predicgtor (see Fig. 2). The
results have shown cthat error rates as high 85 0™ do aot producce any
noticeable degradacion in cthe output speech from he ADRPCM sysiem  with
adaptive LSP predictor. However, this error rate of 107" turns the DPCM
system with f{ixed predictor of the same order inbo divergcnce. The ADPCM
system can function with error rates up (0 Sx107° and still produce speech
that is marginally intelligible. Moreover, bit error rotes ore more severe
on systems using linear quantisers than on those using nonlinear quantisers.

CONCLUSIONS

An Impraved system for speech digitisation using adaplive
differcntial pulse codc modulation {(ADPCM) is introduced. The system uses an
adaptive LSP 4th. order predictor, lJinecar and nonlinear quantisers to
achleve 8 3 10 4 dB jacrease In SNR over DPCM sysiem  with lixed optimum
predictor ol the same order. This incrcasc can be used to improve speech
quality ot moederotc data rates on the order of 24 (o 32 Kbits/Sec. or to
retain the same quallty and reduce the daca raxe below 20 Kbits/Sec. The
latter alcernative permits the use of narrow-bond  clisnnefs. The system
pravided high quality naturai speech 3L Lbe bir rate specified snd produced
intelligible speech ot bit error rate as high as 5 %.

Reducing  the bit rate cven further by including oadoptive quantiser as
well as adaptive LSP predictor reqouires (urcher study ond may be a tople for
future reseorch.
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