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Abstraci

in the present work, the possibility of using the priorily scheduling n:echanism
for providing differentiated service node with premium service was investigated. The
metric that was focused on was the average delay experienced by the packets of the
premium service. The effcct of the existence of another iraffic transiting the same
node was also investigated. The investigation was carried out using the sim++
simulator that enabled to study the relation between the average delay of the premium
service with respect lo its mean amival rate. A comparison between the obtained

simulation results and the theoretical calculations is presented and discussed
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scheduling, the router maintains separate FIFQ queues for each class and assigns
priorities in serving these queues. Both of the differentiated service mechanisms use

bar:dwidth as the resource that is being requested and allocated.

Clarck and Wrolawski defined an assured service, [Clark, 97]. The assurance
that the user of such service receives, such traffic that is unlikely to be dropped as
long as it stays within the expected capacity profile. An assured servicc traffic flow
may exceed its profile, but the excess traffic is not given the same assurance level.
The general approach of this mechanism is to define a service profile for each user,
and to design a meechanism in the routers that favors traffic which is within those
service profiles, [Heinanen, 99]. The core of the idea is very simple. It is to mouilor
the waffic ofeach user as it enters the network and tags packets as being “in” or “ouw”
of their service profile. Then, it preferentially drops traffic that is tagged as being

“out”, at each router, il congestion occurs.

On the other hand, premium service [evels, which are proposed by Jacobson,
(1997) is provisioned according to a peak capacity profile that are stricily not
oversubscribed and that is given its own high priorily queue in routers. Premium
service can be realized as the capacity whieh the customer expects to be there
whenever that service is needed, though it might be idle a great deal of time. On the
other hand, whenever this capacity is not being used, it is available to besi effort
traffic, [Nichols, 99). The premiumn service is a paid for service with hard time

requircments which should not be affected by other traffic transiting the node.

The present work is devoted 1o investigale how the internal router can provide
a premium service. In other words, how the inlernal router should treat the packet that
has its premium bit set. In fact, no particular scheduling mechanism exists, that
providcs the application with premiwm service, in the router. Most of these scheduling
mechanisms are categorized as a priority scheduling. For this reason, the priority
scheduling has been chosen as the routing mechanism to be studied in the prescnt
work. The study will be focused on the behavior of the average delay expericnced by
the packets of Premium service transiting a single node. Moreover, the effect of the
cxistence of another traffic that is transiting the same node will be siudied. This traffic

may be considered as a best effort service.
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This paper is divided as follows: Section 2, describes our algorithm of the
priority scheduling mechanism. Section 3, provides a description of the

implementation of this algorithm using Sim++. Section 4 contains our results and the

discussion where Section 5 will conclude the paper.

2. Description of the proposed Algorithm

Preferred
packeis

—_

Non preferred
packets

—_—

Fig (1): Priority Scheduling

The pdorily scheduling has been theorelically investigaled [Sahu, 99]. The
most important conclusion that has been reached is that the average delay of the
premium service is dependent on the mean arrival rate of the premium service.
Meanwhile, the average amval rate of Lhe best effort service has no effect on the
average delay of the premium service. The average delay of the premium service is
naturally increased as the mean amival rate of the same service is incicused. While
increasing the mean arrival rate of the best effort service has no effect on the average
delay of the premium service. This is because it has been assumcd that the best effort

service would never be served as long as the premium service exists.

In priority scheduling mechanism, a router maintains separate FIFO queues for
each class and-assigns priorities for serving these queues. Let us consider the case of a
single inlemal router with two traffic classes where one class is given preference over
the other as shown in Fig (1). That means, the rcuter mechanism distinguishcs
between two classes of packets. These two classes are preferred and non-preferred.
Naturally, the premium service is represented by the preferred service with the higher

preference, while the non- preferred ser: ice will represent the best effori service.
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The queues are modeled by using Markov gueuing model with Poisson
process represents the traffic model where the service model depends on the type of
Markov queue that is being used. It is well known that Poisson arrivals have
exponential inter arrival time which means that, the time between two arrivals is
exponentially distributed. An exponential distribution with mean u , which is the
average time between two packe! amrivals, can be obtained from the uniformly

distributed random variable U in [0,1] by the transformation:
fluy=-ulogU Eq. (1)

So, if a packet arrives at lime 1, Lhen the next packet can be scheduled at time
t + f{u). It is very important to keep track of the time at which a packet of each class
enters its corresponding queue. This will help the average delay computations.
Moreover, gives a good understanding of the behavior of the system. It is also
important to keep track of the lime at which a packet leaves its queue for the average
delay computation and the time spent by a packet in a queue should be added 1o the

simulation time.

In the present work, the constructed algorithm is composed of the following

modules:
The first module of the present algorithm is to generate two services with the

parameters and variables associated with their packsts. Each service has a service id,
upen which the two scrvices are differentiated, where service (1) is the preferred
service and service (2) is the non-preferred service. Each scrvice has its own buffer
where each buffer has a max-buffer size that was allocated to a very large buffer
capacity to bc approximated as infinite. An indicator to the present buffer capacity,
that is the buffer-size, is also provided to each buffer. A packet is admitted into iis
corresponding buffer, only if the buffer-size is less than the max-buffer size.
According to the priority scheduling principle, non-preferred service can never be
served as long as the buller-size of the preferred service is higher than 0 i.e., the non
preferred packcts are not served as long as, there is even a single preferred packet to
be served. Each service has its own depariure indicator that is incremented every Llime
its paeket is served out of its qucue. These departures are associated in the calculation

of the average delay. Each service has its average (or mean) arrival rate and thus an
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average inter arrival time. The inter arrival lime at any moment is given by equation
(1). The arrival time is given by the accumulation of those inter arrivals. For pure
arbitrary conditions, the starting time for each service is given by a random variable,

the starting time of the simulation will be determined as the arrival time of the first

packet,

Each packet has its own arrival limc attached to it, which is calculated as
previously mentioned. This arrival time is used in the calculation of the delay of this
packet where the total delay for a certain service is the aceumulation of the delays fur

all packets leaving the queue of this service.

The mean serviee rate and hence, thc mean lime taken 1o complete the service
of a packet, is the same for both scrvices. The actual inter service time is dependent of
the type of Markov queue. Two eases are considered. The first case is a special case
of Markov queuing system with Poisson arrivals and constant infer service tima. This
case is called M/D/| queue where D represents the deterministic behavior of scrvicing
packets. The second case is the general one, M/M/1 queue, in which the inter service
time is exponentially distributed and is given in equation {1}, where Lthe mean service

lime equals to the reciprocal of mean service rate.

A variable called Real-Time has been introduced Lo keep track of the actua!

time through the algorithm.

In_the second module, the Real-Time variable is initiated at the beginning of

the algorithm. Its initial value is the value of the arrival time of the first packet
arrived, either preferred or non-preferred, to the system. The Real-Time is updated
each time a packet leaves its queue by the value of the inter service lime added to the

present Real-Time,

In_the third modulg, the first packet that has arrived to the sysiem is scheduled
in its comesponding queue then served out of the queue., The Real-Time is then

updated. This is done after each lime a packet leaves the queue.
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In the forth module, which is done after each time the Real-Time is updated, is
to generate packets whose arrival time is less than or equal to the recently updated

Real-Time. These packets are then queued, each according to its serviee id.

The fiflh module is to eheck the queue of the preferred service, il it is filled,
even with a single paeket, it will be served first. If the preferred queue is emply, the
nen-prefeered queue is served. If both queues are empty, then the algorithm will check
te find out which service will have a packet to arrive first, and the Real-Time will be
updated o this packet’s arrival time. This will initiate the algorithm again as in the

second step.

All steps, from the third step till the fifih, are repeated until the Real-Time
reaches a predefined value that is the max-simulation-time, which has been
determined before the simulation begins. If this is the case the simulalion will be

terminated.

Each time a packet leaves its queue, its delay is calculated as the differcnee
between the Real-Time and its arrival time. The total delay of each service is updated
step by siep at the departure of each packet belonging 1o iis queue. When lhe
simulation is terminated, the average dclay, mainly of the preferred service, will be

obtained.

3. Implementation

This algorithm has been implemented by using Visual C++ and the Sim++
simulator. Computer simulation is high!v interdisciplinary and simulation users and
researchers can be found, for instance, in physics, industrial engineering, operations
research and computer design. In spite of this diversity and global coverage, there are
definite generic aspects of simulation that forms the core of simulation design. The
core of the simulation design is composed of three areas: medel design, mode!
execution, and input and output analysis. The SimPack, which is an carlier version of

Sim++, was constructed to permit experiments in the model design area.
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The Simpack is a collection of C and C++ libraries supporting the creation off
exeeutable models for the computer design simulations. In this eollection, several
different simulation algotithms are supported including discrete event simulation

which caters for performing the models of queuing systems.

SimPack was described by Dr.Paul Fishwiek [Cubert,95], the prineiple
auther, as follows:
The SimPack tool kit supports experimentation in computer simulation with variety of
model types. The purpose of SimPack is to provide researchers and educators wilh
starting point for simulating a system. The intention is that people will view what

exists as a template “or a seed” and then grow a simulation program.

This seclion is devoted to the deseription of the implementatior: of our
algorithm using some important classes of the Sim++. The deseription wili be

restricted 1o those classes that were used in the implementation of the algorithm.

A.1. Initializing the Model

A simulation rests on its list-processing capability. Naturally, much of what
sim++ does depends on ils lisl-processing capabilities. So it is good to have an
understanding of how sim++ manages its lists. Vlist is a base class, its name means
“virual list”. It has many derived classes. Presently, thesc derived classes are Linked.
Heap, Leftist and Calender. Each derived class is a particular kind of structure.
Methods of class Vlist are supported irrespective to of what partieular derived class is
chosen. These methods include: Insert, Remove and display. The only direct contact
the application normally has with Vlist is to select a particular derived class for the
future event list (FEL) at the start of simulation. Note that, nothing prevents an
application from using any of the dcrived classes of Vlist. Something Danie Hay
[Cubert,95] said in his README.2 which gives this conclusion: no matier what
structure we choose for the FEL, we expect identical simulation resulls, with the only
difference being the amount of time and the amount of space the computer needs to
run the simulation. The linked structure is the type that has been selected (o be used in

our simulation. The FEL structure is determined when initializing the Sim++ at the
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beginning of the simulation which is done by usirg imit_simpack(LINKED). Itis
mandatory to call init_simpack(} before calling any uvther function related to the
simulator. If this was not the case, an emor will be generated accompanied by a

message and the simulation will be terminated,

It should be noted that the elements of any Vlist are Events where an Event is
a Token with some additional things wrapped around 1. That means that e¢lass Events
is a derived class of class base Token. A Token is the basic concept of the simulation.
It ean be considered as a simulation indefinable, in the same sense that length, mass,
and time is indefinable in physies. In other words, a Token represents an individual
unit of interest going trough the simulation. The individual airline passenger is
represented in the airport simulation by a Token. Each proeess might be represented
by aToken in a simulation of a computer system. In the queuing system simulation, a
Tuken represents each packel going inlo the systemn that Is the queue. In sim++, a
Token is a collection of aitributes and other things. The most imporiant thing that
comes with a Token is id where every Token needs an id. The A?I copiesthe
information from the Token provided to it 5o it is possible to define only one Token
structure and to use it as a buffer which the application code loads ~ith whatever dala

is appropriate before calling sim++ API method.

3.2, Scheduling the Events

Scheduling means putting a future event in the future event list (FEL). The
FEL is ordered on simuilation time at whieh the future event will occur. So no matter
in what order events are scheduled, or put in the FEL, they come out of the FEL in the
ascending order of their occurrence tir~=<. Events with the same occurrence time are
scheduled FIFO. Hence, there is a parameter that specifies a time interval that is the
length of time into the future from now at which the eventisto occur. 1t is very
important to distinguish between a simulation time and time interval. The simulation
time is the elapsed time since the start of simulation measured in arbitrary time unit. A
time interval is a length of time in to the future measured with the same arbitrary time
units as the simulation time. In scheduie(}, we specify the time interval. In the FEL,
the time nssociated with each event is converted to and stored as a simulation lime.

The simulation tirne along with the time interval compose a very important part of our
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implementation sense it helped to overcome a serious problem in this version of the

simulator where this version was built to simuliate only one qucue.

3.3. The Simulation Clock

The simulation clock gives the elapsed time in arbitrary Lime units since the
simulation has started. The clock starts at zero when the simulation is initiated and
advanced as each scheduled event occurs. Future::SimTime() returns the present value
the prescnt simulation time in a variable that has been called checknum. By using this
simulation clock, the future event list, thal represents the simulated queue, has becn
dealt with as iwo different queues. The first qucue has a simulation 1ime=0 and s
packets (events) are served [irst with FIFO order. While the secr~d queus is
scheduled so that ils simulation time=1 and hence it is served when the first queuc is
empty. Notice that, the parameter associated with schedule() is the time interval and it
is converted and stored inthe FiiL as the simulation time. Henee, before scheduling
any event, the checknum is checked and the appropriate time interval is evaluatcd

according to the service id of the packet.

3.4. Event Occurrence

Event occurrence causes the occurrence of whatever future event has the
minimum simulation time, removing this event {rom the {ront of the future event [ist.
There are three methods for event occurrence in Sim++:

s  Fully automatic.
+ Semi aulomatic.

» Manual method using Future::NexiEvent.

The manual method has been used in the implementation of our algorithm for
its simplicity .and in the same time gives us the upper hand in controlling the
simulating steps. If all goes normal, the event_id in the Estatus object gets an event_id
and Token info is copied into the Token in the Estatus object. A historical note:
NextEvent() has a problem. I the FEL is empty when NextEveri(} is called,
NextEveni(} retums to the apolication giving no indication of error. The above

mentioned algorithm has avoided ihis error by introducing a variable that is called
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FELsize. The FELsize is incremented each iime a packet of each scrvice enters its
queus, and decremented each time a packet leaves its queue. Before the next_event()
is called, the FELsize is checked. If the FELsize is zero, the algorithm generate a
packet in a queue and update the algorithm before calling the NextEvent().

There are two moee functions that were used, one of them is expntf(x) which
retums sample from a negative exponential distribution with mean x each time it is
called. This function was used tc produce equation {1}, The second function is ranf{)
which retumns a pseudo random variant with a uniform distribution between 0 and |

and it is directly used for randomizing the starting point of the services.

4. Results and Discussion

As mentioned before, this study has two parts each part considers a different
type of Markov queue. The main goal is 1o study the eflcct of the presence of non-
preferred traffic on the preferred one. The metric of our concern is the average delay
of the prefcrred service, while the resource being shared and allocared is the

bandwidth that is the service rate,

In the frst part of this study, the M/D/1 queue is considered. The inputs are
the mean arrival rates of the preferred traffic, that are Varying from 0.1 packe? /sec to
1.9 packevsec. The inter arrival time at any moment is obtained from equaticn (1).
The service rate is 1.8 packet/sec which gives aconstant inter service time for the
dcterministic behavior of the M/DY| gueue, The buffer size of each service is infinite.
The simulation time is 18,000 sec (5 hrs). This part has examined three different mean
arrival rates of the non-preferred paekets. In Fig (2), the non-preferred mean arrival
rale is 0.3 packet/sec. As seen, the a-~~sge delay of the preferred service increascs as
the preferred mean arrival rate is increased. In Fig(3), the mean arnival rate of the
non-preferred service is 0.5 packei/sec, where Fig (4} shows the same relation
between the preferred service mean armival rate and its average delay, at the mean
arrival rate of the non-preferred service of 0.7 packet/sec. The same conclusion has
been reached, which is, the average deluay of the preferred is increased as the arrival

rate of the preferred service is increased. The three figures have been aggregated in
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Fig (5) to show the effect of increasing the non-preferred amival rate on the preferred

service average delay.

In the second part of this study, the M/M/1 queue is eonsidered. The inputs are
Poisson’s arriva] traffic wilh mean arrival rate varying from 0.1 packet/sec to 0.9
packet/sec. The inter arrival times follow equation (1). The service model is
exponential distribution with mean 1.8 packet/sec where the time taken 1o eomplete
servicing one packet follow the equation (1). The buffer size of each serviceis
infinite. The simulation time is 18,000 sec (5 hrs). This part has also examined three
uifferent mean arrival rates of the non-preferred packets. As shown in Fig (61, for
non-preferred mean arrival rate of 0.3 packet/sec, the average delay of the preferred
service increases as the preferred mean arrival rate is iocreased. In Fig (73, the mean
arrival rate of the non-preferred service is 0.5 packet/sec, where Fig (8) shows Lhe
same relation between the preferred service mean arrival rate and its average delay, at
the mcan arrival rate of the non-preferred service is 0.7 packet/sec. The same
conclusion has been reached, which is the average delay of the preferred increases as
the arrival rate of the preferred service is increased. The last threc figures have been
aggregated Fig {9) lo show ihe effect of increasing the non-preferred arrival rate on

the preferred service average delay.

As indicated before, The theoretical result states that the average delay of the
preferred service is not affected by the cxistence of any other service transiting the
same node. From Fig (5) and (9), it is shown that, on the contrary 1o this theoretical
result, the arrival rate of the non-preferred serviee does affeet the average delay of the
preferred service. As the amival rate of the non-preferred service is increased, the
average delay of the preferred service is also increased. This ean be explained by
observing the arrival limes of the preferred and non-preferred serviee as well as their
departures. It is true that, the non-preferred service is never been served as long as
there is even a single packet in the preferred queue. However, if the preferred queue
is empty, the queue of the non-preferred service is served. Meanwhile, if a packet of
the preferred service has arrived, it will be queued until the non-preferred packet

completes its service and this causes an extra delay on the preferred packel. As the
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Fig (2): Relation between the average delay of preferred packets with varying
the mean arrival rate, at non-preferred mean arrival rate of 0.3 packet/sec.
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the mean arrival rate, at non-preferred mean arrival rate of 0.5 packet/scc.



Muansoura Engineering Journal, (MEJ). Vol, 25. No. 4. December 2000, E.25

L1
| & ]
£ 09
& 08
g o7

< 06 : . N e i ey

! 0 02 04 0.6 0.8 L

preferred mean amhval rate |

Fig (4): The relation between the average delay of preferred packets varying
the mean arrival rate, al non-preferred mean arrival rate of 0.7 packet/sec.

Average Delay
=TT
™ w m o —

0 0.2 0.4 0.6 0.8 1

e norpretico |
[
|

—&— non-preff=0.5
ongr07 | |

preferred mean arrival ratz (packet/ |
|
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mean arrival rate of the non-preferred pack:t is incr2ased, this case is rcpeated

more often which leads to the increase of the avcrage delay of the non-preferred

packets.

It worth noting :hai, when the simulation time was increased up to 86,400 sec
(24 hrs) the seme results were oblained. Note that, when the service rate is decreased

the average delay is incrzased, which is a natural result.

5. Conclusion

In this work, Sim++ simulator helped to investigate the performance of the
premium service in a single node, using the priority scheduling mechanism. The
obtained simulation results show that the average delay of the premium serviee
increases as ils mean arrival rate is increased. This result is in consistent with the
theoretical result calculations. On the other hand, it was found that the average delay
of the premium service is affected by the existence ol another scrvice transiting the
same node. In the obtained simulation results, it was found that the average delay of
the premium service increases as thc mean amival ratc of the other scrvice is

increased. This finding is in contradiction with the theore:ical caiculations.
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